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Resumo

Este trabalho de conclusao de curso investiga o uso de modelos de aprendizado de maquina
para a predicao de insuficiéncia cardiaca em tempo real, com foco na realidade do sistema
de saude brasileiro. O objetivo principal é treinar e avaliar modelos preditivos utili-
zando uma base de dados que reflita os parametros clinicos adotados nacionalmente. A
solugao considera o uso de computacao de borda para realizar o processamento local dos
sinais vitais, reduzindo a dependéncia de conexao continua com a internet e a laténcia na
geracao de alertas. Os resultados demonstraram que o modelo XG'Boost obteve o melhor
desempenho geral, com acurécia de 82% e F1-Score de 83%, enquanto o modelo SVM
destacou-se pela maior sensibilidade (86% de recall). A implementacdo em dispositivos
moveis validou a eficiéncia da computacao de borda, reduzindo a laténcia de inferéncia em
99,3% em comparacao ao processamento remoto e garantindo respostas imediatas para o

monitoramento de pacientes.

Palavras-chave: Predicao de insuficiéncia cardiaca, Aprendizado de maquina, Com-

putagao de borda, Internet das Coisas (IoT).



Abstract

This final project investigates the use of machine learning models for real-time heart fai-
lure risk prediction, with a focus on the context of the Brazilian healthcare system. The
main objective is to train and evaluate predictive models using a dataset that reflects
the clinical parameters commonly adopted in national medical practice. The proposed
solution incorporates edge computing to enable local processing of vital signs, reducing
dependence on continuous internet connectivity and minimizing latency in alert gene-
ration. The results demonstrated that the XGBoost model achieved the best overall
performance, with 82% accuracy and an 83% F1-Score, while the SVM model stood out
with the highest sensitivity (86% recall). Implementation on mobile devices validated the
efficiency of edge computing, reducing inference latency by 99.3% compared to remote

processing and ensuring immediate responses for patient monitoring.

Keywords: Heart failure prediction, Machine learning, Edge computing, Internet of

Things (IoT).
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1 Introducao

1.1 Apresentacao do tema

As doengas cardiovasculares continuam sendo a principal causa de morte no Brasil (USP,
2024), representando um grave problema de satide publica. Nesse contexto, solugoes tec-
nolégicas capazes de promover monitoramento continuo e preditivo da saude cardiaca sao
cada vez mais importantes. A utilizagdo de modelos de aprendizado de méquina embarca-
dos em dispositivos méveis tem se mostrado uma abordagem promissora para assisténcia
médica em tempo real (ABDELLATIF et al., 2019). Essa combinagao permite reduzir
significativamente a laténcia de resposta dos modelos e a dependéncia de infraestruturas
centralizadas, viabilizando o monitoramento preditivo em regides com infraestrutura de
rede limitada ou instavel.

Em alguns sistemas de monitoramento de satide, o processamento das informagcoes
ocorre de forma centralizada, a partir da transmissao dos dados coletados para servidores
em nuvem (AMIN; HOSSAIN, 2021). Embora essa abordagem apresente um maior poder
computacional, ela traz limitagoes para aplicagoes em tempo real, como a predi¢ao de in-
suficiéncia cardiaca. Entre os principais obstaculos estao a laténcia da rede, a dependéncia
de conectividade estavel, a sobrecarga nos servidores e os riscos associados a privacidade
dos dados sensiveis dos pacientes (ROMAN; LOPEZ; MAMBO, 2018).

Em contextos como os ambientes de vida assistida, nos quais o tempo de resposta
a episoddios clinicos pode ser decisiva, esses desafios comprometem a eficacia dos sistemas
baseados em nuvem. Atrasos na transmissao ou interrupcoes na conexao podem impedir
a emissao de alertas em tempo habil, colocando em risco a seguranca dos usuarios. Além
disso, regioes com infraestrutura de rede precdria — como areas remotas ou economica-
mente desfavorecidas — enfrentam dificuldades adicionais para a adogao de solugoes que
dependem da internet.

Estudos recentes que aliam o aprendizado de maquina a computacao de borda,

como o que motiva este trabalho (ALMEIDA et al., 2025), apresentam resultados pro-
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missores na deteccao precoce de insuficiéncia cardiaca em tempo real. Contudo, a pre-
dominancia do uso de bases de dados internacionais nos estudos existentes compoe um
obstaculo na aplicabilidade prética dessas solucoes no contexto clinico brasileiro, visto
que os perfis clinicos das populaces em questao nas bases de dados internacionais podem
divergir significativamente do perfil clinico nacional. A escassez de pesquisas baseadas
em dados nacionais evidencia, portanto, uma lacuna a ser explorada para que essas fer-

ramentas possam ser adotadas de forma segura e eficaz no sistema de saude brasileiro.

1.2 Motivacao

A motivagao central deste trabalho é contribuir em uma solugao tecnolégica para a
predicao de insuficiéncia cardiaca em tempo real, voltada para a populacao de areas
com acesso limitado a internet no Brasil. Apesar do aumento da cobertura de internet
no Brasil, ainda existem lacunas no acesso e na qualidade da conexao, especialmente em
areas rurais (IBGE, 2025). Nesse contexto, a proposigao de solugoes que realizem o pro-
cessamento local dos dados mostra-se essencial para mitigar os impactos da conectividade
limitada em determinadas regioes do pais. Ao reduzir a dependéncia de conectividade
plena com servidores remotos, torna-se viavel o monitoramento continuo de sinais vitais
mesmo em cenarios de infraestrutura precaria. Dessa forma, a adocao de tecnologias em-
barcadas em dispositivos méveis pode ampliar o alcance do monitoramento preventivo da
saude cardiaca, promovendo maior inclusao e equidade no campo da saude.

O artigo Real-Time Heart Failure Prediction: An Approach for Ambient Assisted
Living (ALMEIDA et al., 2025), que motiva este trabalho, propde uma arquitetura focada
na predicao de insuficiéncia cardiaca em tempo real, integrando aprendizado de méquina
e computacao de borda. O estudo parte da limitacao de abordagens tradicionais baseadas
em servidores centralizados, que sofrem com laténcia, dependéncia de conectividade e ris-
cos a privacidade dos dados. Como alternativa, os autores desenvolveram uma ferramenta
para dispositivos méveis que permite que as predicoes sejam realizadas localmente. Para
isso, foram previamente treinados e avaliados algoritmos como Random Forest, K-Nearest
Neighbors e Logistic Regression, utilizando um conjunto de dados clinicos.

O conjunto de dados adotado no estudo resulta da integracao de quatro bases de
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dados distintas, as quais compartilham varidaveis em comum. Essas bases de dados sao:
um conjunto de dados fornecido pelo Hungarian Institute of Cardiology de Budapeste; um
conjunto de dados fornecido pelo University Hospital Zurich da Suica; um outro conjunto
de dados de origem suiga, fornecido pelo University Hospital Basel; e um conjunto de da-
dos fornecido pelo V.A. Medical Center, em conjunto com a Cleveland Clinic Foundation,
dos Estados Unidos.

Apbs os testes, o modelo com melhor desempenho foi exportado e implantado
em um aplicativo para dispositivos méveis, onde é possivel realizar predigoes de maneira
local, sem a necessidade de conexao com um servidor.

Embora os resultados do estudo tenham demonstrado a viabilidade técnica da
solugao proposta, o conjunto de dados utilizado para o treinamento e a validacao dos
modelos nao contempla variaveis plenamente condizentes com os parametros empregados
no diagnéstico de insuficiencia cardiaca na pratica clinica brasileira. Essa constatacao
fundamenta-se no desenvolvimento do presente trabalho, durante o qual foi realizada
uma Entrevista com Especialista (Subject Matter Expert — SME Interview) com a médica
cardiologista Dra. Lilian Marzullo de Carvalho Bramante. A partir dessa entrevista, foi
possivel identificar que poucos dos atributos presentes no conjunto de dados sao realmente
utilizados no diagnéstico de insuficiéncia cardiaca, enquanto a outra parcela das variaveis
nao sao empregadas na pratica médica no Brasil. Ademais, foi possivel constatar que
diversos parametros clinicos relevantes, comumente avaliados pelos profissionais de satude
no Brasil, nao estao contemplados no referido conjunto de dados.

Diante desse cendrio, o presente trabalho propoe a validacao da predigao de insu-
ficiencia cardiaca a partir de uma base de dados que contenha atributos clinicos e faixas de
valores alinhados as recomendacoes fornecidas pela especialista entrevistada. A adocao
de variaveis compativeis com as praticas do sistema de satde nacional visa ampliar a
aplicabilidade pratica da ferramenta proposta, potencializando sua utilizacao em cenarios

reais de monitoramento e apoio a decisao médica.
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1.3 Objetivos

1.3.1 Objetivos gerais

O objetivo deste trabalho é desenvolver uma ferramenta de predigao de insuficiéncia
cardiaca em tempo real, baseada em modelos de machine learning e computacao de borda,
que apresente uma laténcia de resposta minima, em decorréncia da realizacao do proces-
samento local em vez da execucao em nuvem. Esse objetivo leva em conta a utilizacao
de um conjunto de dados com atributos compativeis com parametros clinicos empregados
na pratica médica brasileira, de modo a investigar sua aplicabilidade e limitagoes quando

considerada a realidade do sistema de saude nacional.

1.3.2 Objetivos especificos

Para alcancar os objetivos gerais propostos, este trabalho se desdobra nos seguintes ob-

jetivos especificos:

1. Selegcao da base de dados: Buscar bases de dados publicas que contenham atribu-
tos e valores compativeis com os parametros clinicos utilizados no sistema de satide
brasileiro, priorizando registros publicos ou de instituicoes parceiras que respeitem
os principios éticos e a Lei Geral de Protegdo de Dados (LGPD)(Presidéncia da
Republica, 2018).

2. Desenvolvimento dos modelos: Selecionar, treinar e ajustar modelos de apren-
dizado de maquina adequados ao problema de predicao de insuficiéncia cardiaca,
considerando diferentes abordagens e configuracoes. Depois de treinados, os mode-
los serao avaliados quanto ao desempenho preditivo e a eficiéncia computacional,
com foco em sua posterior implementacao em ambientes de computacao de borda,

garantindo viabilidade de execugao em dispositivos com recursos limitados.

3. Analise dos resultados: Avaliar o desempenho dos modelos de aprendizado de
maquina por meio de métricas apropriadas, como acuracia, precisao, recall, F1-

score e curvas ROC, de modo a identificar o modelo mais adequado para a predicao
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de insuficiéncia cardiaca. Por fim, serao discutidas as limitagoes da abordagem

proposta e apresentadas possiveis direcoes para aprimoramento da ferramenta.

1.4 Organizacao do trabalho

Diante da introducao apresentada, este trabalho de conclusao de curso estd organizado da
seguinte forma: no Capitulo 2 é apresentada a fundamentagao tedrica, com os conceitos
essenciais para a compreensao do estudo. No Capitulo 3 é realizada a revisao bibliografica,
abordando as referéncias e estudos relacionados a este trabalho de conclusao de curso. No
Capitulo 4 é detalhado o processo de desenvolvimento do trabalho, e o Capitulo 5 mostra
os resultados obtidos e as analise realizadas. Por fim, o Capitulo 6 apresenta as conclusoes

do estudo, bem como sugestoes para possiveis trabalhos futuros.
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2 Fundamentacao teodrica

Neste capitulo sao apresentados os conceitos para a compreensao dos temas abordados
neste trabalho. Inicialmente, discutiremos sobre doencas cardiovasculares e insuficiéncia
cardiaca. Também sera abordado o uso de Aprendizado de Maquina para predicao em

saude e sua relacao com Computacao de Borda.

2.1 Doencas cardiovasculares

As doencas cardiovasculares representam uma das principais causas de morbidade e morta-
lidade em nivel mundial (World Health Organization, 2024), constituindo um dos maiores
desafios para os sistemas de saude atuais. No territério brasileiro, essas enfermidades fi-
guram entre as principais causas de 6bitos. Entre essas condigoes, a insuficiéncia cardiaca
destaca-se por seu carater cronico, progressivo e pela elevada taxa de reinternacoes hos-
pitalares (KHAN et al., 2021).

A insuficiéncia cardiaca é caracterizada pela incapacidade do coracao de bom-
bear sangue de forma adequada para suprir as necessidades metabdlicas do organismo.
Essa condicao pode ser agravada por diversos fatores de risco, como hipertensao arterial,
diabetes mellitus, obesidade, sedentarismo e histérico familiar de doencas cardiovascu-
lares. Em muitos casos, a evolucao da doenca ocorre de forma silenciosa, tornando o
diagnostico precoce um fator essencial para a redugao de complicacoes e mortalidade.
(Sociedade Brasileira de Cardiologia, 2018)

Nesse cenario, estratégias de monitoramento continuo e preditivo tornam-se fun-
damentais para identificar o agravamento da condicao antes que eventos criticos ocorram.
A utilizacao de dados clinicos e fisioldgicos, coletados de maneira continua, possibilita
o monitoramento preventivo no acompanhamento de pacientes em risco cardiovascular,

contribuindo para intervengoes mais réapidas (STEHLIK et al., 2020).
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2.2 Aprendizado de maquina para predicao em saide

O aprendizado de maquina (Machine Learning) é uma area da inteligéncia artificial de-
dicada ao desenvolvimento de métodos computacionais capazes de identificar padroes em
dados e melhorar seu desempenho em tarefas especificas a partir da experiéncia. Diferente-
mente de abordagens tradicionais baseadas em regras explicitas, os algoritmos de Machine
Learning aprendem automaticamente a partir dos dados, ajustando seus parametros de
forma iterativa para produzir previsoes ou decisoes cada vez mais precisas (MITCHELL,
1997).

Em aplicagoes na area da saude, o aprendizado de méaquina pode ser utilizado
para apoiar o diagnostico e o monitoramento de pacientes, uma vez que permite explorar
grandes volumes de dados clinicos e fisiolégicos de maneira eficiente. A capacidade de
extrair relagoes complexas entre variaveis torna essas técnicas especialmente adequadas
para problemas médicos, nos quais multiplos fatores podem influenciar o estado de saude
de um individuo (RAJKOMAR; DEAN; KOHANE, 2019).

De forma geral, os algoritmos de aprendizado de méquina podem ser organizados
em trés categorias principais: aprendizado supervisionado, aprendizado nao supervisio-
nado e aprendizado por reforco. No aprendizado supervisionado, o modelo é treinado
a partir de um conjunto de dados rotulado, no qual cada instancia de entrada estd as-
sociada a uma saida conhecida. O objetivo do algoritmo é aprender uma funcao que
mapeie corretamente as entradas para as saidas, possibilitando a realizacao de previsoes
sobre novos dados. Essa abordagem é amplamente utilizada em problemas de classificacao
e regressao. Entre os algoritmos mais conhecidos desse grupo destacam-se a Regressao
Logistica, Maquinas de Vetores de Suporte (Support Vector Machines — SVM), Arvores
de Decisao, Random Forest, Gradient Boosting e Redes Neurais Artificiais (RUSSELL;
NORVIG, 2020).

Os modelos de aprendizado de maquina adotados utilizam abordagens distintas
para a identificacao de padroes nos dados.

A Regressao Logistica se baseia na combinacao linear das variaveis de entrada,
cujos resultados sao transformados por meio de uma fungao logistica, que mapeia os valo-

res para o intervalo entre 0 e 1. Esse valor pode ser interpretado como a probabilidade de
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uma instancia pertencer a uma determinada classe. Durante o treinamento, os parametros
do modelo sao ajustados de forma a minimizar uma funcao de custo, buscando maximizar
a separagao entre as classes (JR; LEMESHOW; STURDIVANT, 2013).

O Random Forest é um algoritmo baseado em um conjunto de arvores de
decisao. Seu principio fundamental consiste em treinar multiplas arvores de forma inde-
pendente, utilizando subconjuntos aleatérios dos dados e das varidaveis de entrada. Cada
arvore produz uma predi¢ao individual e, no caso de classifica¢ao, o resultado final é ob-
tido por meio de votagao majoritdaria entre as arvores. Essa estratégia reduz o risco de
sobreajuste (overfitting) e torna o modelo mais robusto a variagdes nos dados, além de
melhorar sua capacidade de generalizagao (BREIMAN, 2001).

O Gradient Boosting é um método de aprendizado em conjunto que constréi o
modelo de forma sequencial, adicionando arvores de decisao uma a uma. Diferentemente
do Random Forest, cada nova arvore é treinada para corrigir os erros cometidos pelo
conjunto de arvores anteriores. Esse processo ¢ orientado pela minimizacao de uma funcao
de perda, utilizando o gradiente dessa funcao para guiar o aprendizado, o que da origem
ao nome do algoritmo. Como resultado, o Gradient Boosting é capaz de produzir modelos
altamente expressivos, embora seja sensivel a escolha de hiperparametros e ao risco de
sobreajuste quando nao adequadamente configurado (FRIEDMAN, 2001).

A Support Vector Machine (SVM) é um algoritmo cujo objetivo é encontrar
um hiperplano que separe as classes de forma 6tima no espaco das caracteristicas. Esse
hiperplano é definido de maneira a maximizar a margem, ou seja, a distancia entre os
exemplos mais proximos de cada classe, conhecidos como vetores de suporte. Por meio do
uso de fungoes de kernel, a SVM pode projetar os dados em espacos de maior dimensiona-
lidade, permitindo a separacao de padroes nao linearmente separaveis no espaco original
(CORTES; VAPNIK, 1995).

O XGBoost (Eztreme Gradient Boosting) é uma implementagao otimizada do
método de Gradient Boosting, projetada para oferecer maior eficiéncia computacional e
melhor desempenho. O algoritmo incorpora técnicas avancadas, como regularizacao para
controle da complexidade do modelo, paralelizacao do treinamento e tratamento eficiente

de dados ausentes. Assim como no Gradient Boosting tradicional, o XGBoost constréi o
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modelo de forma incremental, adicionando arvores que corrigem os erros das anteriores,
porém com mecanismos adicionais que tornam o processo mais rapido, escalavel e robusto
(CHEN; GUESTRIN, 2016).

Dentro do contexto deste trabalho, o foco esta no aprendizado supervisionado
aplicado a tarefas de classificacao. A classificacao consiste em atribuir uma instancia de
dados a uma ou mais classes previamente definidas, com base em suas caracteristicas de
entrada. Em problemas de classificacao bindria, o objetivo é distinguir entre duas classes,
enquanto na classificagao multiclasses existem trés ou mais categorias possiveis. No caso
da predicao de risco de insuficiéncia cardiaca, a classificagao permite identificar se um

paciente pertence a um grupo de alto risco ou nao.

2.2.1 Balanceamento de classes

O desbalanceamento entre classes é um problema recorrente em tarefas de classificagao,
especialmente em aplicagoes da area da satide, nas quais eventos de interesse — como
doencgas ou condigoes criticas — tendem a ocorrer com menor frequéncia. Esse cendrio
pode levar os modelos de aprendizado de maquina a apresentarem viés em favor da classe
majoritaria, comprometendo a capacidade de identificar corretamente os casos mais rele-
vantes (HE; GARCIA, 2009).

Entre as técnicas existentes para mitigar esse problema, destaca-se o Synthetic
Minority Over-sampling Technique (SMOTE). O SMOTE consiste na geracao de no-
vas amostras sintéticas da classe minoritaria a partir da interpolagao entre exemplos
reais e seus vizinhos mais préximos no espago de atributos. Diferentemente de métodos
de oversampling baseados na simples replicagao de instancias, o SMOTE cria exemplos
artificiais mais variados, contribuindo para uma melhor representacao da classe mino-
ritaria(CHAWLA et al., 2002).

Ao equilibrar a distribuicao das classes, essa técnica favorece um processo de
aprendizado mais justo, permitindo que os classificadores aprendam padroes relevantes
de ambas as classes. Como resultado, observa-se uma melhora na sensibilidade do modelo
para a classe minoritaria, aspecto fundamental em sistemas de apoio a decisao médica,

nos quais a deteccao de casos criticos é prioritaria.
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2.2.2 Validagao Cruzada

A validacao cruzada é uma técnica utilizada em aprendizado de maquina para estimar o
desempenho de um modelo de maneira mais confiavel. Diferentemente da simples divisao
dos dados em conjuntos de treino e teste, a validacao cruzada particiona o conjunto de
dados em k subconjuntos (ou folds), de modo que o modelo é treinado k-1 vezes em
subconjuntos distintos e validado no subconjunto restante. Esse processo é repetido até
que todos os folds tenham sido utilizados como conjunto de validacao, e o desempenho final
é obtido a partir da média das métricas avaliadas. Essa abordagem reduz o viés associado
a uma unica divisao dos dados e fornece uma estimativa mais estavel da capacidade de
generalizacao do modelo (KOHAVI, 1995).

Uma variagao importante dessa técnica é a validagao cruzada estratificada, co-
nhecida como Stratified K-Fold. Nesse método, a divisao dos dados em folds preserva a
proporcao original das classes em cada particao. Essa caracteristica é especialmente rele-
vante em problemas de classificacao, principalmente quando ha desbalanceamento entre
as classes, pois garante que cada fold seja representativo da distribuicao global dos dados,
evitando avaliagoes enviesadas do desempenho do modelo (Scikit-learn, 2024b).

O processo de ajuste de hiperparametros é fundamental para maximizar o desem-
penho dos algoritmos de aprendizado de méquina. Nesse contexto, o Grid Search é uma
estratégia que consiste em avaliar exaustivamente todas as combinagoes possiveis de um
conjunto pré-definido de hiperparametros. Para cada combinagao, o modelo ¢é treinado e
avaliado, permitindo identificar aquela que produz os melhores resultados de acordo com
uma métrica especifica (BERGSTRA; BENGIO, 2012).

O GridSearchCV (Grid Search Cross-Validation) estende essa abordagem ao in-
tegrar o Grid Search com a validacao cruzada. Essa técnica automatiza simultaneamente
o processo de busca pelos melhores hiperparametros e a avaliagao do modelo por meio de
validacao cruzada, garantindo uma selegao mais robusta e menos suscetivel a variagoes
aleatérias nos dados. Na pratica, o GridSearchCV executa o Grid Search utilizando va-
lidagao cruzada — frequentemente combinada com Stratified K-Fold em problemas de
classificacao — assegurando que a configuracao escolhida apresente bom desempenho

médio em diferentes subconjuntos dos dados (Scikit-learn, 2024a).
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2.2.3 Meétricas de avaliacao

A avaliacao do desempenho de modelos de classificacao é realizada por meio de métricas
derivadas da matriz de confusao, uma estrutura que sintetiza a relagao entre as classes reais
e as classes preditas pelo modelo. A matriz de confusao é composta por quatro elementos
fundamentais: verdadeiros positivos (True Positives — TP), verdadeiros negativos ( True
Negatives — TN), falsos positivos (False Positives — FP) e falsos negativos (False Negatives
— FN). A partir desses valores, é possivel calcular diferentes métricas que fornecem uma
visao abrangente do desempenho do classificador. A partir desses elementos, algumas

métricas podem ser calculadas, como as descritas a seguir:

Acuracia: Representa a propor¢ao total de previsdes corretas em relagao ao nimero

total de amostras avaliadas, sendo calculada pela Equagao 2.1.

Aemcin TP+ TN 21
cura01a—TP+TN+FP+FN .

Precisao: Mede a proporcao de previsoes positivas corretas em relacao ao total de
previsoes positivas realizadas pelo modelo, conforme a Equacao 2.2. Essa métrica

indica o quao confiaveis sao as predicoes positivas.

TP
Precisao = ———— 2.2
TP+ FP (2:2)
Recall: Também conhecido como sensibilidade, representa a proporcao de casos positi-
vos corretamente identificados pelo modelo em relagao ao total de casos positivos re-

ais, conforme a Equagao 2.3. Essa métrica é particularmente relevante em aplicagoes

médicas, nas quais a nao deteccao de casos criticos pode ter consequéncias severas.

TP
Recall = m—m (23)

F1-Score: Corresponde a média harmonica entre a precisao e o recall, sendo uma

métrica adequada para cendarios com classes desbalanceadas. Seu calculo é apre-
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sentado na Equacao 2.4.

Precisao x Recall
F1-S =2 X 2.4
core Precisao + Recall (2.4)

Curva ROC-AUC: Avalia a capacidade do modelo em distinguir entre as classes ao
considerar diferentes limiares de decisdao. A Curva ROC (Receiver Operating Cha-
racteristic) é obtida a partir da relagdo entre a taxa de verdadeiros positivos ( True
Positive Rate — TPR) e a taxa de falsos positivos (False Positive Rate — FPR),

definidas pelas Equagoes 2.5 e 2.6.

TP
TPR = ———— 2.
R TP+ FN (25)
PP
FPR = ———— .
R FP+TN (26)

A drea sob a Curva ROC, denominada AUC (Area Under the Curve), resume
o desempenho do modelo em um tnico valor escalar, representando a probabilidade de
o classificador atribuir uma pontuacao maior a uma instancia positiva do que a uma
instancia negativa. Valores de AUC préximos de 1 indicam excelente capacidade de
discriminacao entre as classes, enquanto valores préximos de 0,5 sugerem desempenho

equivalente a uma classificacao aleatéria.

2.24 ONNX

O Open Neural Network Exchange (ONNX) é um formato aberto e padronizado para
a representacao de modelos de aprendizado de maquina e aprendizado profundo, desen-
volvido com o objetivo de promover a interoperabilidade entre diferentes frameworks e
plataformas. Por meio do ONNX, modelos treinados em bibliotecas amplamente utiliza-
das, como scikit-learn, PyTorch e TensorFlow, podem ser exportados para um formato
comum, independente da ferramenta de origem, facilitando sua reutilizacao e implantacao
em diferentes ambientes computacionais (BAI et al., 2019).

O formato ONNX descreve a arquitetura do modelo, seus parametros treinados e

o grafo computacional das operacoes envolvidas, permitindo que o modelo seja executado
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de forma consistente em diversos dispositivos, incluindo servidores, computadores pessoais
e sistemas embarcados. Essa caracteristica é particularmente relevante em aplicagoes que
demandam portabilidade, eficiéncia e baixo acoplamento entre as etapas de treinamento
e inferéncia.

O ONNX Runtime é um mecanismo de inferéncia de alto desempenho projetado
para executar modelos no formato ONNX de maneira otimizada. Ele oferece suporte a
multiplos provedores de execucao, como CPU, GPU e aceleradores especificos, além de
realizar otimizagoes automaéaticas no grafo computacional, incluindo fusao de operacoes
e gerenciamento eficiente de memoéria. Essas otimizagoes contribuem para a redugao da
laténcia e do consumo de recursos, tornando o ONNX Runtime adequado para aplicagoes
em tempo real (Microsoft, 2021).

No contexto de dispositivos moéveis e computacao de borda, o uso combinado do
ONNX e do ONNX Runtime possibilita a execucao local de modelos de aprendizado de
maquina, eliminando a necessidade de comunicacao constante com servidores remotos.
Essa abordagem reduz a laténcia, melhora a confiabilidade do sistema em ambientes com
conectividade limitada e contribui para a preservagao da privacidade dos dados, uma vez

que as informagoes sensiveis permanecem no préprio dispositivo do usuério.

2.3 Computacao de borda

Como evidenciado por (SHI; DUSTDAR, 2016), computagao de borda é um paradigma
computacional no qual o processamento e a analise dos dados sao realizados préximos a
sua fonte de geragao, como dispositivos finais, sensores inteligentes ou servidores locais, em
vez de depender exclusivamente de centros de dados remotos em nuvem. A computacao de
borda busca estender os recursos computacionais e de armazenamento para a extremidade
da rede, reduzindo a laténcia, o consumo de banda e a dependéncia de conectividade
continua com a infraestrutura centralizada.

Em sistemas convencionais centralizados, os dados coletados sao enviados para
a nuvem para processamento, o que pode introduzir atrasos significativos na geracao de
respostas, além de tornar o sistema dependente de uma conexao estavel com a internet.

Em cenarios criticos, como o monitoramento de condicoes de satide, essa laténcia pode
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comprometer a emissao de alertas e, consequentemente, a tomada de decisoes. Além disso,
o envio constante de grandes volumes de dados pode sobrecarregar a infraestrutura de
rede e aumentar os custos operacionais. (WANG et al., 2020)

A computacao de borda mitiga essas limitacoes ao permitir que parte ou a to-
talidade do processamento seja realizada localmente. Com isso, as decisoes podem ser
tomadas de forma mais rapida e independente da conectividade com a nuvem, garantindo
maior continuidade do servigo mesmo em ambientes com acesso limitado a internet. Essa
caracteristica é particularmente relevante para aplicacoes que exigem respostas imediatas
e operacgao continua.

Outro aspecto relevante da computacao de borda diz respeito a seguranca e a
privacidade dos dados. Ao reduzir a necessidade de transmissao de informacoes sensiveis

para servidores remotos, diminui-se a exposicao a riscos de interceptacao e vazamento de

dados (ROMAN; LOPEZ; MAMBO, 2018).
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3 Revisao bibliografica

Este capitulo apresenta o processo de mapeamento sistematico conduzido com
o objetivo de identificar e organizar evidéncias cientificas relacionadas a predicao de in-
suficiéncia cardiaca em tempo real, por meio de técnicas de aprendizado de maquina
embarcadas em dispositivos moveis e computacao de borda.

A seguir, sao descritos os elementos do modelo PICO(T), as questdes de pesquisa
que guiaram a busca, as palavras-chave utilizadas, as strings aplicadas em bases cientificas,
os critérios de inclusao e exclusao, o processo de selecao e avaliacao dos estudos e o
preenchimento do protocolo PRISMA, que registra as etapas de identificacao, triagem e

inclusao dos estudos.

3.1 PICO(t)

Para guiar a formulacao das questoes de pesquisa e estruturar o processo de busca, foi
adotado o modelo PICO(T), que auxilia na definigdo dos principais elementos do problema

investigado:

P (Populacao / Problema): Pacientes em risco de insuficiéncia cardiaca.

I (Intervencgao): Predigao de insuficiéncia cardiaca usando modelos de aprendizado de

méquina embarcados em dispositivos méveis (computacao de borda).

C (Comparagao): Predicao de insuficiéncia cardiaca usando modelos baseados em nu-

vem (computagao centralizada).

O (Outcome / Desfecho): Maior precisao na detecgdo precoce e menor laténcia para

alertas.

Assim, a pergunta de pesquisa pode ser formulada da seguinte forma: “Em paci-
entes com risco de insuficiéncia cardiaca (P), o uso de modelos embarcados de aprendizado
de mdquina (1), em comparagao com modelos baseados em nuvem (C), resulta em maior

precisdo e menor laténcia na detecgao precoce (0)?”
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3.2 Questoes de Pesquisa

Com base nos objetivos deste estudo e nas lacunas identificadas na literatura, fo-

ram elaboradas as seguintes questoes de pesquisa que orientam o mapeamento sistematico:

1. Quais sao os principais algoritmos e técnicas de aprendizado de maquina utilizados

na predicao de insuficiéncia cardiaca em tempo real?

2. Como a computacgao de borda (edge computing) tem sido utilizada para reduzir

laténcia e melhorar a confiabilidade em sistemas de monitoramento de saude?

3. Quais sensores vestiveis e dispositivos IoT sao mais utilizados para coleta de dados

em sistemas de predicao de insuficiéncia cardiaca?

4. Quais métricas e métodos de avaliacao sao usados para validar a acuracia e a res-

ponsividade desses modelos em ambientes de computacao de borda?

5. Quais frameworks, plataformas e ferramentas sao utilizados para implementar sis-

temas de predigao em dispositivos moveis?

6. Quais sao os principais desafios e limitagoes para implementar modelos de aprendi-
zado de maquina embarcados em dispositivos moveis para deteccao de insuficiéncia

cardiaca?

7. Como a integracao de sensores, dispositivos méveis e computacao de borda influencia

a escalabilidade e a privacidade dos dados de saide?

3.3 Palavras-chave

Os principais termos que refletem os temas centrais do trabalho podem ser listados como:
Heart failure prediction, Real-time, Machine learning, Edge computing, Internet of Things

(IoT).
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3.4 String de busca

A partir da elaboracao da pergunta de pesquisa e da escolha das palavras-chave, foram
feitas buscas em trés bibliotecas digitais — Scopus, IEEE e Web of Science — consideradas
por sua abrangéncia, rigor na selecao de periédicos e relevancia em pesquisas interdisci-
plinares que envolvem tecnologias emergentes e inovagao em satde.

Cabe destacar que nem todas as palavras-chave apresentadas na secao 3.3 foram
incluidas na versao final da string de busca. A utilizagao integral desses termos resul-
tou em uma restricao excessiva do escopo, limitando significativamente a quantidade de
estudos recuperados. Por esse motivo, foi necessario realizar um processo iterativo de refi-
namento da string, visando equilibrar a abrangéncia e a relevancia dos resultados obtidos.
Considerando que cada base de dados adota uma sintaxe prépria para a formulacao de
consultas, foram elaboradas diferentes strings de busca especificas para cada biblioteca,
mantendo-se as palavras-chave e as relagoes semanticas entre elas. As variagoes adotadas

estao detalhadas na Tabela 3.1.

Tabela 3.1: Strings de busca por biblioteca.

SCOPUS ABS ( "heart failure"AND "prediction"AND ( "edge
computing"OR "wearable"OR "iot") AND ( "machine
learning"OR "artificial intelligence") ) AND ( LIMIT-TO

( DOCTYPE , "ar") )

IEEE (("Abstract":"heart failure") AND ("Abstract":"prediction")

AND ( "Abstract'":"edge computing"OR
"Abstract":"wearable"OR "Abstract":"iot") AND
("Abstract":"machine learning"OR "Abstract":"artificial

intelligence")))

Web of Science AB = ( "heart failure"AND "prediction"AND ( "edge
computing"OR "wearable"OR "iot") AND ( "machine

learning"OR "artificial intelligence") ))
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3.5 Critérios de inclusao e exclusao

Os seguintes critérios de inclusao (CI) e exclusao (CE) foram definidos para este mapea-

mento sistemaético:

CI1: O estudo apresenta uma abordagem de predicao de insuficiéncia cardiaca associada

a aprendizado de maquina ou inteligéncia artificial.

CI2: O estudo apresenta integracao com dispositivos IoT e/ou sensores vestiveis para

coleta e monitoramento de dados fisiolégicos.

CI3: O estudo descreve a implementagao de predigao de insuficiéncia cardiaca em dis-

positivos méveis ou em arquiteturas de computagao de borda (edge computing).
CE1: O estudo nao esta disponivel para leitura.
CE2: O estudo nao estd escrito em inglés ou portugues.
CE3: O estudo nao é primario.

CE4: O estudo nao esta relacionado a predicao de insuficiéncia cardiaca ou nao contém
elementos de monitoramento de satide por sensores, dispositivos [oT ou aprendizado

de maquina.

3.6 Selecao e avaliacao

Para o processo de selecao e avaliacao, foi adotada uma abordagem em quatro estagios.
No estagio 1, os 42 estudos encontrados a partir da aplicacao da string de busca foram
importados para a ferramenta Rayyan (OUZZANI et al., 2016), que detectou 22 dupli-
catas. Apos a remocao desses artigos duplicados, obteve-se um conjunto de 31 estudos
preparados para a fase de triagem. No estagio 2, foi verificada a disponibilidade dos textos
completos e o idioma de publicacao de cada estudo, aplicando-se os critérios de exclusao
CE1l e CE2. Apods essa filtragem, 7 estudos foram excluidos, resultando em 24 estudos.
Em seguida, no estagio 3, realizou-se a leitura do titulo, resumo e palavras-chave de cada

artigo, com base nos critérios CE3 e CE4. Como resultado, 13 estudos foram excluidos,
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totalizando 11 artigos elegiveis para a proxima etapa. Finalmente, no estagio 4, procedeu-
se a leitura completa dos estudos remanescentes, com a verificacdo do atendimento aos
critérios de inclusao. Essa etapa garantiu a selecao final dos artigos mais relevantes e
alinhados aos objetivos deste trabalho. Nessa etapa, 1 artigo foi removido por nao estar
relacionado ao tema do trabalho, resultando em 10 artigos para revisao. Além disso, o
artigo motivador deste trabalho Real-Time Heart Failure Prediction: An Approach for
Ambient Assisted Living (ALMEIDA et al., 2025) foi incluido como estudo obtido através
de outras fontes, resultando em 11 estudos finais.

A Figura 3.1 ilustra o fluxograma PRISMA preenchido, detalhando as etapas

percorridas.
| Identificagéo dos estudos atraves de bases de dados e registros ificagdo de novos através de outros métodos
Registros identificados através de: Registros removidos antes da
.§‘ Bases de dados(n = 3) triagem
Scopus (n = 18) Duplicados (n = 11) Registros identificados através de:
é IEEE (n=86) Assinalados coma nao Organizagdes (n=1)
§ Seopus (n = 18) elegiveis pelas farramentas
= Web of Science (n = 42) automatizadas (n = 0)
Qutras razdes (n = 0)
M) l Registras excluidos {n = 13)
Regisiros em tiagem Estudos néo primarios (n = 12)
(n= 31) - |Estudos nao escritos am inglés ou
portugués (n = 1)
Publicagbes pesquisadas para se PublicagGes retiradas (n = 7) FPublicagies buscadas para recuperagio
£ manterem Nao inteiramente disponivel {n = 7) =7
o (n=18)
Publicagtes avaliadas para Publicagdes excluidas (n = 1) E‘uI:lilc]apOes avaliadas para elegibilidade
elegibilidade Estudos nao relacionados (n = 1)
{n=11)
Total de estudos incluidos na
§ revisao
S {n=10)
E Total de publicagdes incluidas na
= reviséo
(n=1)

Figura 3.1: Fluxograma PRISMA 2020

3.7 Resultados

Os 11 artigos resultantes foram selecionados para responder as questoes de pesquisa a

seguir, e sao apresentados na Tabela 3.2.
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Tabela 3.2: Lista de estudos selecionados.

P1

P2

P3

P4

P5

P6

P7

P8

P9

P10

P11

A Comprehensive Review of Heart Disease Predic-

tion using Cloud-Driven Machine Learning

An Intelligent Cardiovascular Diseases Prediction

System Focused on Privacy

Cloud-Based Machine Learning Platform to Predict
Clinical Outcomes at Home for Patients With Cardi-
ovascular Conditions Discharged From Hospital: Cli-

nical Trial

Continuous Wearable Monitoring Analytics Predict
Heart Failure Hospitalization: The LINK-HF Multi-

center Study

Designing a Smart Healthcare framework based on

disease prediction using Optimizer based Al

Enhanced cardiovascular disease prediction model

using random forest algorithm

Healthcare diagnostics with an adaptive deep lear-
ning model integrated with the Internet of medical

Things (IoMT) for predicting heart disease

ToT Based Smart Monitoring of Patients’ with Acute

Heart Failure

Machine learning applied to wearable fitness tracker
data and the risk of hospitalizations and cardiovas-

cular events

Optimized Heart Failure Prediction using Support

Vector Machine Algorithms

Real-Time Heart Failure Prediction: An Approach

for Ambient Assisted Living

(SURESH; DAYANA, 2024)

(KOLHAR; MISFER, 2023)

(YANG et al., 2024)

(STEHLIK et al., 2020)

(VYAS; KALSHETTY; PA-
REEK, 2023)

(SUMWIZA et al., 2023)

(BASEER et al., 2024)

(UMER et al., 2022)

(KUNDRICK et al., 2025)

(RANI, 2024)

(ALMEIDA et al., 2025)




3.7 Resultados 20

QP1: Quais sao os principais algoritmos e técnicas de aprendizado de
maquina utilizados na predicao de insuficiéncia cardiaca em tempo real?

A predi¢ao de insuficiéncia cardiaca em tempo real tem sido realizada por meio de
uma ampla gama de algoritmos de aprendizado de maquina. O algoritmo Support Vector
Machine (SVM) foi amplamente destacado por sua eficicia em classificagdo bindria de
doengas cardiacas, com acurdcia de até 87,5% (P10). O Random Forest (RF) também
demonstrou desempenho notédvel, atingindo até 99% de acurédcia ao integrar multiplas
técnicas de selecao de atributos (P6). Técnicas mais recentes incluem o uso combinado
de TabNet(ARIK; PFISTER, 2019) e CatBoost(DOROGUSH; ERSHOV; GULIN, 2018),
que foram utilizados com sucesso na predicao precisa de doencas cardiacas em ambientes
integrados com [IoMT (P7). O uso de CNNs e RNNs, especialmente em contextos de
computacao em nuvem com sensores vestiveis, foi explorado em P3 e P4, assim como em
P8, onde o CNN superou outros modelos com acurdcia de 92,89%. Técnicas de gradient
boosting, MLP e federated learning também foram utilizadas (P5, P7 e P9), indicando
uma tendéncia crescente em modelos otimizados para dados heterogéneos e em tempo
real.

QP2: Como a computagao de borda (edge computing) tem sido utili-
zada para reduzir laténcia e melhorar a confiabilidade em sistemas de moni-
toramento de saide?

A computacao de borda tem sido utilizada para reduzir laténcia e aumentar a
confiabilidade por meio da descentralizacao do processamento de dados. Em P2 e P4,
o edge computing é incorporado para processar dados de sensores em dispositivos locais,
evitando atrasos de comunicacao com a nuvem. Em P8, sensores IoT enviam dados dire-
tamente para a nuvem, mas com pré-processamento realizado localmente para aumentar
a eficiencia. Ja em P7, o modelo prevé eventos cardiacos a partir de dados transmitidos
continuamente por dispositivos vestiveis, com énfase na resposta em tempo real. Embora
alguns artigos usem computagao em nuvem (P3 e P6), a tendéncia observada é integrar
camadas de fog ou edge computing para andlise preliminar e reducao da sobrecarga dos
servidores centrais.

QP3: Quais sensores vestiveis e dispositivos IoT sao mais utilizados
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para coleta de dados em sistemas de predicao de insuficiéncia cardiaca?

Os sensores vestiveis e dispositivos IoT mais utilizados incluem smartwatches, pat-
ches multissensores, e dispositivos como Arduino. P3 e P4 destacam o uso de dispositivos
vestiveis que coletam ECG, frequéncia respiratéria, postura e outros sinais vitais. Em
P6 e P10, sensores sao conectados a plataformas modveis para adquirir sinais fisiolégicos
como pressao arterial, colesterol e frequéncia cardiaca. J& P9 analisa dados de Fitbit
combinados com registros eletronicos de saide (EHR), provando a eficicia de wearables
comerciais em deteccao precoce de eventos cardiovasculares. A combinagao de sensores
ECG, pressao arterial e sensores de movimento também é comum em modelos propostos
em P5 e P7, consolidando os dispositivos IoT como infraestrutura essencial.

QP4: Quais métricas e métodos de avaliagcao sao usados para validar a
acuracia e a responsividade desses modelos em ambientes de computagao de
borda?

As métricas mais comuns para validacao incluem acuracia, sensibilidade, especi-
ficidade, AUROC (érea sob a curva ROC) e Fl-score. P4 utilizou medidas como tempo
médio de alerta (mediana de 6,5 dias antes da hospitalizagao) e indice de mudanga multi-
variada. J& P10 utilizou AUROC e acuricia (87,53%), enquanto P6 apresentou resultados
com 99% de acuricia, testando diferentes algoritmos com validacao cruzada. P9 também
aplicou AUROC e Fl-score, com Random Forest atingindo AUROC de 0.95 na previsao
de hospitalizagoes. Além disso, métodos como matriz de confusao, precisao e curva de
aprendizagem foram usados para comparar modelos (P3, P5 e P8). As avalia¢oes demons-
tram a busca por equilibrio entre desempenho preditivo e aplicabilidade clinica em tempo
real.

QP5: Quais frameworks, plataformas e ferramentas sao utilizados para
implementar sistemas de predicao em dispositivos méveis?

Diversas ferramentas sao empregadas, incluindo plataformas em nuvem e fra-
meworks como WEKA(HALL et al., 2009), Scikit-Learn(Scikit-learn, 2025b), e ambientes
baseados em Android-Arduino. P2 e P5 apresentam sistemas que utilizam microcontro-
ladores e sensores integrados a apps mdveis para monitoramento remoto. P9 utilizou a

plataforma All of Us com integragao a APIs do Fithit e modelos em Python para anélise
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de dados. P8 implementou um sistema completo de monitoramento inteligente com dis-
positivos IoT e processamento via cloud computing. Em P7, a combinagao do CatBoost e
TabNet reforga o uso de frameworks modernos de deep learning para dados tabulares em
dispositivos de satide conectados. Esses frameworks sao selecionados conforme o tipo de
dado (sinal fisiol6gico, imagem, histérico clinico) e os recursos computacionais disponiveis
nos dispositivos moveis ou embarcados.

QP6: Quais sao os principais desafios e limitagoes para implementar
modelos de aprendizado de maquina embarcados em dispositivos méveis para
deteccao de insuficiéncia cardiaca?

Os principais desafios incluem limitagoes de hardware, heterogeneidade dos dados,
seguranga e privacidade, além da necessidade de modelos interpretaveis. Em P5, destaca-
se a limitacao de processamento e armazenamento dos dispositivos moveis. P2 enfatiza
questoes de privacidade, enquanto P9 reforca a dificuldade de generalizacao dos modelos
para diferentes perfis clinicos. Ja P10 aponta para a complexidade na selecao de atributos
e necessidade de melhorar a interpretabilidade dos modelos SVM. Além disso, a laténcia
e o volume de dados de sensores continuos exigem algoritmos otimizados (P3, P6 e P8).
A escalabilidade dos sistemas também é limitada pela necessidade de integracao entre
multiplos dispositivos, algo que os artigos reconhecem como area de pesquisa continua.

QP7: Como a integragao de sensores, dispositivos moveis e computacgao
de borda influencia a escalabilidade e a privacidade dos dados de satiide?

A integracao de sensores, dispositivos moéveis e computacao de borda possibilita
escalabilidade com resposta em tempo real e maior controle sobre a privacidade dos da-
dos. P2 e P5 indicam que, ao manter o processamento préximo ao paciente, reduz-se o
trafego de dados sensiveis. P7 apresenta uma abordagem baseada em IoMT que permite
analises locais e imediatas, promovendo intervencoes personalizadas com menor risco de
exposicao de dados. Em P9, os dados do Fitbit sao anonimizados e utilizados com EHRs,
demonstrando que é possivel manter privacidade sem comprometer o valor preditivo dos
modelos. Apesar disso, poucos artigos tratam diretamente de federated learning ou crip-
tografia ponta-a-ponta, sugerindo que essas sao areas em desenvolvimento (P2 e P10). A

tendéncia é clara: sensores integrados a dispositivos moveis e conectados a bordas com-



3.8 Andlise dos resultados 32

putacionais permitem sistemas escaldaveis, confiaveis e com menor dependéncia de centros

de dados centralizados.

3.8 Analise dos resultados

Observando os 11 estudos deste Mapeamento Sistematico da Literatura (MSL), percebe-
se que foram publicados entre os anos de 2022 e 2025, o que demonstra que a predigao de
insuficiéncia cardiaca por meio de machine learning (ML) embarcado é um tema altamente
atual e em crescimento na comunidade cientifica.

Em relacao aos algoritmos de aprendizado de maquina utilizados, observa-se uma
predominancia de técnicas cldssicas como Support Vector Machine (SVM) (P1, P6, P10),
Random Forest (RF) (P2, P4, P6), Logistic Regression e KNN (P6, P9) e o uso crescente
de modelos de deep learning, especialmente Redes Neurais Convolucionais (CNN), LSTM
e TabNet (P3, P5, P7, P8). Essa diversidade de abordagens revela uma busca ativa por
modelos que conciliem precisao, velocidade de inferéncia e interpretabilidade clinica, algo
fundamental para aplicacao em sistemas embarcados e cendrios de monitoramento em
tempo real.

No que diz respeito a infraestrutura tecnolégica e sensores utilizados, destacam-se
os dispositivos vestiveis (wearables) e 10T, especialmente smartwatches, patches multis-
sensores e plataformas como Fitbit, que aparecem em diversos estudos (P3, P4, P7, P9).
Os sensores mais frequentes envolvem ECG, frequéncia cardiaca, pressao arterial, postura,
temperatura e sinais metabdlicos. Em termos de conectividade e arquitetura de sistema,
observa-se a predominancia de abordagens que mesclam IoT com cloud computing (P2,
P3, P8), e mais recentemente, a incorporagao de computagao de borda (edge/fog com-
puting) como estratégia para reduzir laténcia, aliviar a carga dos servidores e permitir
resposta clinica mais répida (P2, P4, P7).

As métricas de avaliacao dos modelos sao heterogéneas, mas predominam acuracia,
AUROC, Fl-score e sensibilidade (P4, P6, P9, P10). Embora todos os artigos apresen-
tem avaliagao quantitativa dos modelos, hé auséncia de padronizacao metodolédgica, o que
dificulta comparacoes diretas entre os trabalhos e impede conclusdes amplas sobre qual

técnica é mais eficaz em ambientes embarcados. Apenas dois estudos (P4 e P9) avaliam
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responsividade clinica direta, como tempo de alerta antes da hospitalizacao ou previsao
de eventos cardiovasculares reais, o que sugere a necessidade de mais estudos focados em
impacto clinico real.

Do ponto de vista da implementagao pratica, os estudos utilizam desde ferra-
mentas académicas como WEKA, até frameworks robustos como Python (scikit-learn,
TensorFlow, CatBoost) e integragdo com dispositivos mdveis por meio de plataformas
como Android-Arduino (P2, P5, P9). Apesar disso, nenhum dos trabalhos relata imple-
mentacao real embarcada em hardware comercial, o que aponta para uma lacuna entre o
desenvolvimento em ambiente experimental e a aplicacao no mundo real.

Por fim, questoes como escalabilidade, privacidade e seguranca de dados sao men-
cionadas, mas pouco exploradas em profundidade, embora alguns estudos citem o uso de
dados anonimizados (P9) e estratégias como edge computing ou criptografia (P2, P10).

Conclui-se, portanto, que o campo de machine learning embarcado para predicao
de insuficiéncia cardiaca esta em rapido crescimento, com forte énfase em técnicas precisas
e sensores vestiveis. Contudo, hé desafios criticos relacionados a validacao clinica, privaci-
dade, escalabilidade, acessibilidade e uso em dispositivos reais, que devem ser abordados
em futuras pesquisas para que tais solugoes possam ser efetivamente aplicadas em larga

escala no monitoramento remoto da saide cardiaca.
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4 Materiais e métodos

Este capitulo apresenta o processo seguido para desenvolver e implementar o
modelo de aprendizado de maquina proposto para predicao de insuficiéncia cardiaca. O
intuito é descrever as etapas envolvidas na construcao da ferramenta, desde a escolha da
base de dados até o desenvolvimento do modelo e o teste em sistemas embarcados.

A Figura 4.1 contém as etapas seguidas na elaboracao do trabalho. Inicialmente,
foi feita a escolha da base de dados e o seu download de uma fonte publica.

A escolha da base de dados para este estudo ocorreu de maneira conscienciosa.
Para isso, foi conduzida uma entrevista com especialista (médica cardiologista), a partir
da qual foram identificadas as variaveis e faixas de valores mais frequentemente emprega-
das na pratica clinica nacional para a avaliacao de pacientes com insuficiéncia cardiaca.
Entre os atributos considerados relevantes, destacam-se a pressao arterial, segmentada
em pressao sistélica e pressao diastolica; os niveis de colesterol, contemplando colesterol
total, HDL e LDL; a frequéncia cardiaca; caracteristicas relacionadas a dor toracica, in-
cluindo intensidade e possivel irradiagao para regioes como mandibula, bracgos e outras
partes do corpo; o nivel de estresse; a qualidade do sono; a presenca de dores em re-
pouso e durante esforco fisico; a variabilidade da frequéncia cardiaca; medidas corporais,
como peso e altura, utilizadas para o cédlculo do indice de massa corporal (IMC); o uso
de substancias ilicitas, como anfetaminas; e a existéncia de histérico familiar de acidente
vascular cerebral (AVC).

Além disso, foi possivel constatar que variaveis associadas a resultados de exames
de eletrocardiograma, presentes em algumas bases de dados, nao sao obteniveis de forma
remota. Assim, deu-se preferéncia para bases de dados que apresentassem os outros
atributos mencionados, pois possuem relevancia para serem adotados no processo de alerta
em tempo real.

Apos a selecao do dataset, os dados passaram por uma etapa de pré-processamento,

na qual foi feito o tratamento de valores ausentes, a engenharia das features, a codificacao
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e normalizacao dos dados, etc. Em seguida, os dados tratados foram utilizados para o
treinamento e teste dos modelos. Apds os testes, o modelo com melhor desempenho foi
escolhido e exportado para teste em dispositivos moéveis, onde foi possivel avaliar o de-
sempenho do modelo em cenarios simulados de uso. Nas se¢oes a seguir, cada uma dessas

etapas é detalhada, explicando como foram desenvolvidas e implementadas.

VAT

Download do conjunto Tratamento dos dados Treinamento dos modelos Melhor modelo expaortado Teste em dispositivos maveis
de dados em ONNX

Figura 4.1: Fluxograma das etapas do trabalho

Na etapa de pré-processamento, os dados passaram por uma analise detalhada
com o objetivo de identificar e corrigir inconsisténcias como valores ausentes e a presenca
de outliers. Apds o tratamento adequado do conjunto de dados, diferentes modelos de
aprendizado de méaquina foram treinados e avaliados, visando a selecao daquele que apre-
sentou o melhor desempenho. Por fim, o modelo escolhido foi submetido a testes em um
ambientes de dispositivos méveis, com o objetivo de avaliar o desempenho da ferramenta
em ambientes de hardware limitado. Nesse ambiente, a inferéncia é realizada localmente,
a partir de dados vitais simulados, permitindo a emissao de alertas sempre que a predi¢ao

indicar um elevado risco de insuficiéncia cardiaca.

4.1 Descricao dos dados

O objetivo desta etapa é detalhar o conjunto de dados utilizado para o treinamento dos
modelos preditivos.

Inicialmente, foi visada a utilizacao de uma base de dados de origem brasileira
que contemplasse as variaveis relevantes para este estudo. No entanto, diante da in-
disponibilidade de conjuntos de dados nacionais com essas caracteristicas, a busca foi

estendida para bases internacionais compativeis. Nesse contexto, foi escolhida a base de
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dados CAIR-CVD-2025: An Eztensive Cardiovascular Disease Risk Assessment Dataset
from Bangladesh (NIROB et al., 2025) , disponibilizada na plataforma Mendeley Data.

A base de dados é composta por 1.529 registros de pacientes, que foram coletados
no Hospital da Faculdade de Medicina de Jamalpur, localizado na cidade de Jamalpur,
em Bangladesh, entre 20 de janeiro de 2024 e 1 de janeiro de 2025. A escolha dessa
base justifica-se pela presenca de variaveis alinhadas as recomendagoes obtidas junto a
profissional de saude consultada, incluindo medidas de pressao arterial segmentadas em
valores sistolicos e diastolicos, niveis de colesterol (total, HDL e LDL), peso, altura e
informagoes relacionadas ao estilo de vida do paciente, como habito de fumar, nivel de
atividade fisica e historico familiar de doencas cardiovasculares. Além disso, o dataset
apresenta uma variavel categérica que representa o nivel de risco de doenca cardiovascular,
elemento fundamental para o treinamento e avaliacao dos modelos classificatérios.

A base de dados foi disponibilizada gratuitamente pelo Mendeley Data em for-
mato .csv. Apds o download, o arquivo foi submetido a etapa de pré-processamento, na
qual foram realizadas as andlises e transformagoes necessédrias para garantir a qualidade
dos dados antes da aplicacao do treinamento nos modelos.

Abaixo, apresentamos as principais variaveis utilizadas e sua respectiva descrigao:
e Idade (Age): Representa a idade do individuo em anos.

e Sexo (Sex): Varidvel categdrica que representa o sexo biolégico do individuo (M

— Masculino, F — Feminino).
e Peso (Weight): Representa o peso corporal do individuo em quilogramas.
e Altura (Height): Representa a altura do individuo em metros.

e IMC (BMI): Representa o indice de massa corporal, calculado a partir do peso e

da altura, medido em kg/m?.

e Circunferéncia abdominal (Abdominal Circumference): Representa a me-

dida da circunferéncia da cintura em centimetros.

e Proporcao de cintura para altura ( Waist-to-Height Ratio): Representa a

razao entre a circunferéncia da cintura e a altura.
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e Pressao arterial (Blood Pressure): Representa a pressao arterial do individuo

em mmHg.

e Pressao sistélica (Systolic BP): Representa a pressao méxima exercida nas

artérias durante a sistole, medida em mmHg.

e Pressao diastélica (Diastolic BP): Representa a pressao minima exercida nas

artérias durante a diastole em mmHg.

e Categoria de pressao arterial (Blood Pressure Category): Variavel ca-
tegdrica que representa a classificagao clinica da pressao arterial (Normal, Elevated,

Hypertension Stage 1, Hypertension Stage 2).

e Colesterol total (Total Cholesterol): Representa a concentragao total de co-

lesterol no sangue, medida em mg/dL.

e HDL (HDL): Representa o nivel de colesterol de alta densidade (HDL) no sangue,

medido em mg/dL.

e LDL estimado (Estimated LDL): Representa o nivel estimado de colesterol de

baixa densidade (LDL), medido em mg/dL.

e Agicar no sangue em jejum (Fasting Blood Sugar): Representa o nivel de

glicose no sangue em jejum, medido em mg/dL.

e Habito de fumar (Smoking Status): Varidvel categdrica que representa se o

individuo é fumante (Y — Sim, N — Nao).

e Diabético (Diabetes Status): Varidvel categdrica que representa se o individuo

possui diagndstico de diabetes (Y — Sim, N — Nao).

e Nivel de atividade fisica (Physical Activity Level): Variivel categérica que
representa o nivel de pratica de atividades fisicas do individuo (Low, Moderate,

High).

e Histérico de doenga cardiovascular na familia (Family History of CVD):
Variavel categérica que representa a existéncia de historico familiar de doencgas car-

diovasculares (Y — Sim, N — Nao).
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e Nivel de risco de doencga cardiovascular (CVD Risk Level): Varidvel ca-

tegdrica que representa a classe de risco cardiovascular atribuida ao individuo (Low,

Intermediary, High).

A Figura 4.2 mostra a matriz de correlagao das variaveis nimericas que compoem

a base de dados. Nela, é possivel observar como os atributos se relacionam entre si de forma

bivariada. As cores indicam tanto o sentido quanto a intensidade dessas relagoes: tons em

vermelho representam correlagoes positivas, enquanto tons em azul indicam correlagoes

negativas. Quanto mais intensa a cor, mais forte é a correlacao. Os valores apresentados

em cada célula correspondem ao coeficiente de correlacao de Pearson, que varia de —1 a

+1.

Age

Weight (kg)

Height (m)

BMI

Abdominal Circumference (cm)
Total Cholesterol (mg/dL)
HDL (mg/dL)

Fasting Blood Sugar (mg/dL)
Height (cm)

Waist-to-Height Ratio
Systolic BP

Diastolic BP

Estimated LDL (mg/dL)

CVD Risk Score

0.02

0.03

0.02

0.07

0.00

0.04

0.10

0.03

0.06

0.09

0.06

-0.01

0.05

Age

Matriz de Correlagao entre Variaveis Numeéricas
0.02 0.03 0.02 0.07 0.00 0.04 0.10 0.03 0.06 0.09 0.06 -0.01 0.05

0.01 0.65 0.04 0.01

0.01 0.02 0.00
0.65 m 0.03 0.02
0.04 0.02 0.03 0.06

-0.00 0.04 0.01 0.02 0.01

-0.00 0.02 0.02

-0.01 0.04 0.10 0.02

-0.00 0.03 0.02 m 0.07

0.01 0.00 0.02 0.06 0.06 0.01 0.00 0.05 0.04

-0.00 -0.00 -0.01 -0.00 0.06 0.06 0.01 0.01 0.08

0.04 0.02 0.04 0.03 0.01

0.01 0.02 0.00
0.02 0.10 m 0.05

0.06 0.02 0.03 0.08
0.01 0.02 0.03
0.01 0.03 0.07

0.00 0.01 0.40

0.01 0.00 -0.09
0.02 0.01 0.62

0.04

0.05 0.51

0.05 0.09

0.04 gl 0.05

0.09 0.00 0.08

0.02 0.00 -0.09

0.04 0.04 0.12

0.01 0.02 0.02 0.07 0.04 0.08 0.08 0.03 0.070.06 0.03 0.48

0.00 0.01 0.02 0.04 0.05 0.04 0.09 0.02 0.04 0.06 0.04 0.07

0.01 0.00 0.01 0.05 0.00 0.00 0.04 0.03 0.04 0.48

0.40 -0.09 0.62 0.09 0.51 0.05 0.08 -0.09 0.12 0.48 0.07 0.48

Weight (kg)

Height (m)

BMI

Abdominal Circumference (cm)
Total Cholesterol (mg/dL)

HDL (mg/dL)

Height (cm)
Waist-to-Height Ratio
Systolic BP

Fasting Blood Sugar (mg/dL)

Diastolic BP
Estimated LDL (mg/dL)
CVD Risk Score

Figura 4.2: Matriz de correlacao entre variaveis numéricas

1.0

0.8

- 0.6

-0.4
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-0.0

-0.2

-0.4

E possivel observar que proporcao cintura-altura tém correlacao positiva muito
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alta com circunferéncia abdominal (quanto maior a circunferéncia abdominal, maior a
razao) e correlagdo negativa com razao altura (quanto maior a altura, menor a razao).

O colesterol total e o LDL estimado tém correlacao fortissima, pois o LDL deriva
do total. Ambos atributos correlacionam positivamente com CVD Risk Score, indicando
possivel causa de insuficiéncia cardiaca. Peso e IMC tem correlacao consideravel, e ambos
tém correlacao positiva C'VD Risk Score. Excesso de peso contribui para hipertensao,

resisténcia a insulina e sobrecarga do ventriculo.

4.2 Modelagem Preditiva para Insuficiéncia Cardiaca

O objetivo desta secao é apresentar a abordagem metodolégica utilizada para a construgao
de modelos preditivos capazes de classificar o risco de insuficiéncia cardiaca do paciente
com base em seus dados.

A modelagem preditiva tem como objetivo identificar padroes relevantes nos da-
dos clinicos e fisiologicos dos pacientes, possibilitando a compreensao dos fatores associ-
ados ao risco de insuficiéncia cardiaca. A partir dessa andlise, torna-se possivel estimar
a probabilidade de ocorréncia de eventos adversos, oferecendo suporte para a tomada de
decisao tanto por parte dos profissionais de saide quanto dos proprios pacientes. Dessa
forma, as previsoes geradas pelo modelo contribuem para um acompanhamento mais efi-

ciente e para a realizacao de intervencoes preventivas de maneira mais oportuna.

4.2.1 Pré-processamento dos dados
Tratamento de valores ausentes

Durante a etapa de andlise do conjunto de dados, identificou-se a presenca de valores
ausentes em diferentes atributos. Entretanto, em alguns casos, esses atributos apresen-
tavam relacoes diretas com outras variaveis preenchidas, o que possibilitou a realizagao
de inferéncias para o preenchimento dos valores faltantes. As inferéncias realizadas sao
descritas a seguir.

No que se refere as variaveis Systolic BP e Diastolic BP, foram encontrados

registros em que uma ou ambas se encontravam ausentes, enquanto a variavel Blood
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Pressure (mmHg) estava preenchida. Como essa iltima representa a pressao arterial
no formato “Sistdlica/Diastélica” (por exemplo, 125/79), foi possivel extrair diretamente
os valores correspondentes e completar as colunas ausentes.

Em relagao a altura do paciente, a base de dados disponibiliza essa informacao por
meio das varidveis Height (m) e Height (¢cm). Dessa forma, sempre que uma dessas
colunas apresentava valor ausente e a outra estava preenchida, a inferéncia foi realizada
por meio de conversao direta entre as unidades, utilizando o fator de multiplicacao ou
divisao por 100.

Para os atributos BMI, Weight (kg) e Height, explorou-se a relagdo ma-
temdtica conhecida entre essas varidveis, expressa pela equagao IMC = peso / altura®.
Assim, nos registros em que apenas uma dessas variaveis estava ausente e as outras duas es-
tavam disponiveis, foi possivel calcular o valor faltante por meio de substituicao algébrica.

Procedimento semelhante foi adotado para as variaveis Abdominal Circumfe-
rence (cm), Height e Waist-to-Height Ratio. Considerando a relagao definida pela
razao entre a circunferéncia abdominal e a altura, foi possivel inferir a varidvel ausente
sempre que dois dos trés atributos estivessem presentes no registro.

Apés a etapa de inferéncia, atributos redundantes ou altamente correlacionados
foram removidos com o objetivo de simplificar o treinamento dos modelos sem perda
significativa de informagao. Nesse sentido, uma das features de altura (Height (cm))
foi excluida, visto que, apds o preenchimento dos valores ausentes, todos os registros
passaram a conter as informacoes de altura tanto em metros quanto em centimetros,
tornando desnecesséaria a presenca de ambas.

A variavel Waist-to-Height Ratio foi removida, pois apresentou correlagao forte
com a circunferéncia abdominal, atributo que foi mantido no conjunto de dados por ser
amplamente utilizado em avaliagoes clinicas. De forma semelhante, o indice de massa
corporal (IMC) foi excluido devido & sua forte correlagdo com as variaveis peso e altura,
que permaneceram no conjunto.

Além disso, a variavel Blood Pressure (mmHyg) foi retirada, visto que os valores de
pressao arterial ja estavam representados nas colunas de pressao sistdlica (Systolic BP) e

diastélica (Diastolic BP). Por fim, ap6s a conclusao das etapas de inferéncia e remogao de



4.2 Modelagem Preditiva para Insuficiéncia Cardiaca 41

atributos redundantes, todos os registros que ainda apresentavam valores ausentes foram
descartados. Como resultado desse processo, do total inicial de 1.529 registros, foram
preservados 1.193 registros para as etapas subsequentes de modelagem.

A Tabela 4.1 apresenta todos os atributos do conjunto que foram mantidos.

Tabela 4.1: Anélise das varidveis utilizadas na modelagem

Variavel Situagao
Idade (Age) Mantida
Sexo (Sex) Mantida
Peso (Weight) Mantida
Altura (m) (Height (m) Mantida
Altura (cm) (Height (e¢m)) Removida
IMC (BMI) Removida
Circunferéncia abdominal (Abdominal Circumference) Mantida
Proporgao-cintura-altura ( Waist-to-Height Ratio) Removida
Pressao arterial (Blood Pressure) Removida
Pressao sistolica (Systolic BP) Mantida
Pressao diastélica (Diastolic BP) Mantida

Categoria de pressao arterial (Blood Pressure Category) — Mantida

Colesterol total (Total Cholesterol) Mantida
HDL (HDL) Mantida
LDL estimado (FEstimated LDL) Mantida
Agticar no sangue em jejum (Fasting Blood Sugar) Mantida
Hébito de fumar (Smoking Status) Mantida
Diabético (Diabetes Status) Mantida
Nivel de atividade fisica (Physical Activity Level) Mantida

Histérico de doenga cardiovascular na familia (Family — Mantida
History of CVD)
Nivel de risco de doenga cardiovascular (CVD Risk Le-  Mantida

vel)
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Transformacgao do problema multiclasse em classificagao binaria

Inicialmente, o problema foi abordado como uma tarefa de classificacao multiclasse, con-
siderando os trés niveis de risco cardiovascular disponiveis na base de dados: Low, Inter-
mediary e High. A Figura 4.3 exibe a distribuicao das classes dentre os 1193 registros,

sendo 178 pertencentes a classe Low, 441 a classe Intermediary e 574 a classe High.

Distribuicao das classes
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500 1

400 -

300 4

Quantidade de registros

200 1 178

100 -

LOW INTERMEDIARY HIGH
Nivel de risco cardiovascular

Figura 4.3: Distribuicao original das classes

Durante os experimentos preliminares, foram realizados testes de predicao con-
siderando as trés classes originais. Entretanto, ao ponderar sobre o objetivo central da
aplicacao — identificar individuos com alto risco de insuficiéncia cardiaca — optou-se
por reformular o problema como uma tarefa de classificacao binaria. Para isso, as classes
minoritarias (Low e Intermediary) foram agrupadas em uma tnica categoria, denomi-
nada Non-High, enquanto a classe High foi mantida de forma isolada. Essa estratégia
permitiu direcionar o processo de aprendizado para a distin¢cao entre pacientes de alto
risco, representados pela classe High, e aqueles que nao se enquadram nessa condicao,
correspondentes a classe Non-High, alinhando o modelo a aplicacao pratica do sistema,
cujo foco é a identificagao precoce de casos criticos.

A Figura 4.4 apresenta a distribuicao das classes apds a juncao das classes mino-
ritarias, evidenciando que 619 registros passaram a compor a classe Non-High, enquanto

574 registros foram mantidos na classe High.
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Figura 4.4: Distribuicao das classes apds a juncao

Codificagao das variaveis categodricas

As variaveis categoricas presentes no conjunto de dados — como Sez, Smoking Status,
Diabetes Status, Physical Activity Level, Family History of CVD e Blood Pressure Category
— foram tratadas por meio de codificacao One-hot Encoding(Scikit-learn, 2025a). Essa
técnica transforma cada categoria distinta em uma nova varidvel binaria, assumindo valor
1 quando o registro pertence aquela categoria e 0 caso contrario.

Por exemplo, a varidvel Physical Activity Level, que pode assumir os valores Low,
Moderate e High, foi convertida em trés novas variaveis binarias: PhysicalActivity_Low,
Physical Activity_Moderate e PhysicalActivity_High. Dessa forma, um individuo classifi-
cado como Moderate apresentara valor 1 apenas na varidvel correspondente (Physica-
[Activity_Moderate), enquanto as demais assumirao valor 0. Esse procedimento elimina
qualquer interpretacao ordinal implicita entre as categorias, que poderia induzir o modelo

a inferir relacoes numéricas inexistentes.

Normalizagao das variaveis numéricas

As variaveis numéricas do conjunto de dados, como idade, peso, circunferéncia abdominal,
niveis de colesterol, glicemia em jejum, altura e valores de pressao arterial, foram norma-

lizadas utilizando a técnica de padronizagao Standard Scaling(Scikit-learn, 2025¢). Esse
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método transforma os dados de forma que cada variavel apresente média zero e desvio
padrao unitario.

A normalizacao é especialmente importante para algoritmos sensiveis a escala dos
dados, como Logistic Regression e Support Vector Machine, além de contribuir para uma

convergencia mais estavel durante o treinamento dos modelos.

Divisao dos dados em conjuntos de treino e teste

A base de dados foi dividida em conjuntos de treino e teste, utilizando a proporgao de
80% dos dados para treinamento e 20% para teste. Os dados foram divididos de maneira
randomica e estratificada, isto é, preservando a proporcao entre as classes HIGH e NON-
HIGH em ambos os conjuntos. FEssa estratégia garante que o conjunto de teste seja
representativo da distribuigao original das classes, para garantir uma avaliacao confidvel

do desempenho dos modelos.

Balanceamento das classes

Como a classe HIGH representava uma parcela menor dos registros, a base de dados apre-
sentava leve desbalanceamento entre as classes. Para mitigar esse problema, foi aplicada

a técnica SMOTE exclusivamente sobre o conjunto de treinamento.

4.2.2 Treinamento dos modelos

O treinamento dos modelos foi realizado por meio de pipelines que integram as etapas
de pré-processamento, balanceamento das classes e aprendizado propriamente dito, ga-
rantindo que todas as transformacoes fossem aplicadas de forma consistente durante o
processo de validacao. Foram avaliados cinco algoritmos de aprendizado de méaquina: Lo-
gistic Regression, Random Forest, Gradient Boosting, Support Vector Machine (SVM) e
XGBoost.

A otimizagao dos modelos foi realizada utilizando o método de busca em grade
(Grid Search), por meio do GridSearchCV. Para a avaliagdo dos diferentes conjuntos
de hiperparametros, foi empregada validagao cruzada do tipo k-fold estratificada, com

k = 5 particoes, de forma a preservar a proporg¢ao entre as classes em cada subconjunto
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de treinamento e validagao. Essa estratégia permitiu uma estimativa mais confiavel do
desempenho dos modelos. A selecao dos hiperparametros considerou valores tipicamente
adotados em implementacoes de referéncia, permitindo avaliar diferentes niveis de regula-
rizagao e complexidade dos modelos. Os hiperparametros testados para cada modelo sao

descritos na Tabela 4.2.

Tabela 4.2: Hiperparametros avaliados durante o treinamento dos modelos

Modelo Hiperparametros avaliados

Logistic Regression C €{0.01,0.1,1,10}

Random Forest Numero de arvores € {100,200}; Profundidade
méxima € {None, 10,20}

Gradient Boosting Nimero de estimadores € {100,200}; Taxa de
aprendizado € {0.05,0.1}; Profundidade € {3,5}

SVM C €{0.1,1,10}; Gamma € {scale, auto}

XGBoost Numero de estimadores € {100,200}; Taxa de
aprendizado € {0.05,0.1}; Profundidade € {3,5};
Subsample € {0.8,1.0}

No modelo de Logistic Regression, o parametro C' representa o inverso da forca
de regularizagao. Valores menores de C' impoem uma regularizagao mais forte, resultando
em modelos mais simples e menos propensos a overfitting, enquanto valores maiores redu-
zem o efeito da regularizacao, permitindo modelos mais complexos e potencialmente mais
sensiveis aos dados de treinamento.

Para o Random Forest, foram considerados o niimero de arvores (n_estimators)
e a profundidade méxima das arvores (maz_depth). O parametro n_estimators define
quantas arvores de decisao compoem a floresta; um nimero maior tende a aumentar a
estabilidade das previsoes, embora implique maior custo computacional. Ja o maz_depth
limita o crescimento das arvores individuais: valores menores produzem arvores mais
rasas, reduzindo o risco de overfitting, enquanto a auséncia de limite permite arvores mais
profundas.

No Gradient Boosting, o parametro n_estimators indica o nimero de estagios
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de boosting, ou seja, quantas arvores sao adicionadas sequencialmente ao modelo. O
learning_rate controla a contribuicao de cada nova arvore para o modelo final; valores
menores tornam o aprendizado mais gradual e conservador, geralmente exigindo um maior
numero de arvores para alcancar bom desempenho. O parametro max_depth define a
profundidade das arvores individuais, sendo comum a utilizacao de arvores rasas para
evitar o overfitting em métodos de boosting.

Para a Support Vector Machine (SVM), foram avaliados os parametros
C e gamma. O parametro C controla o compromisso entre maximizar a margem de
separacao entre as classes e minimizar os erros de classificacao no conjunto de treinamento.
Valores maiores de C' tornam o modelo menos tolerante a erros, enquanto valores menores
permitem uma margem mais suave. O parametro gamma, define o alcance de influéncia de
cada amostra de treinamento: valores maiores fazem com que a influéncia seja mais local,
enquanto valores menores resultam em uma influéncia mais global. As opcoes scale e auto
ajustam esse valor automaticamente com base no nimero de atributos e na variancia dos
dados.

Por fim, no XG Boost, além dos parametros n_estimators, learning_rate e max_depth,
também foi avaliado o parametro subsample. Esse parametro define a fracao de amos-
tras utilizada para o treinamento de cada arvore. Valores menores que 1.0 introduzem
aleatoriedade no processo de treinamento, contribuindo para a reducao do overfitting e
aumentando a capacidade de generalizagao do modelo.

Ao final do processo de busca e validacao, o modelo que apresentou o melhor
resultado das métricas acuracia, precisao, recall, F'1-Score e curva ROC-AUC foi seleci-
onado como modelo final, sendo posteriormente utilizado na etapa de implantacao em

ambiente simulado de dispositivo mével.

4.2.3 Implementacao em Dispositivos Modveis

O modelo com melhor desempenho foi exportado para o formato ONNX e integrado a um
aplicativo mével por meio do ONNX Runtime. Essa abordagem possibilitou a execucao
do modelo diretamente nos dispositivos, viabilizando a predicao local sem a necessidade

de comunicacao com servidores externos.



4.2 Modelagem Preditiva para Insuficiéncia Cardiaca 47

O aplicativo mével desenvolvido permite que o usuario insira dados compativeis
com o conjunto de atributos do dataset. A partir dessas informacgoes, o modelo embarcado
realiza a predigao em tempo real. Quando identificado um risco elevado de insuficiéncia
cardiaca, o sistema exibe um alerta automaticamente.

Para a avaliacao da aplicacao em dispositivos méveis, foram realizados testes em
dois cenarios distintos. No caso do smartphone, utilizou-se um dispositivo virtual com 2
GB de RAM, 4 nucleos de CPU e sistema operacional Android 16. J4 para os testes em
smartwatch, foi empregado um dispositivo virtual com sistema operacional Wear OS, 512
MB de RAM, tela AMOLED de 1,4 polegadas e Android 16.

Em ambos os dispositivos, o aplicativo foi configurado para receber os dados do
paciente, processa-los localmente por meio do modelo embarcado e gerar predicoes em
tempo real. Para fins de experimentacao e validacao da aplicacao, os valores utiliza-
dos nos testes foram previamente definidos e inseridos manualmente no aplicativo, de
modo a simular as caracteristicas presentes no dataset. Esses dados contemplaram dois
cendarios distintos: um paciente classificado com baixo risco de insuficiéncia cardiaca e
outro com alto risco. Em um cendrio de uso real, tais informacoes seriam obtidas au-
tomaticamente a partir de sensores integrados aos dispositivos moveis, como sensores de
frequéncia cardiaca.

No que se refere a avaliacao da laténcia, foram conduzidos testes comparativos
entre a execucao local do modelo e a execugao remota em servidores. Para essa analise,
foram utilizadas 15 amostras extraidas do conjunto de testes, representando diferentes
perfis de pacientes. Esses testes tiveram como finalidade evidenciar os desafios associados
a latencia e a dependeéncia de conectividade em arquiteturas centralizadas, em contraste
com a inferéncia realizada diretamente nos dispositivos médveis.

No cenario de execucao remota, o modelo no formato ONNX foi previamente car-
regado em maquinas virtuais na nuvem, em instancias provisionadas na plataforma Ama-
zon Web Services (AWS). Nessas instancias, foi disponibilizado um servigo responsavel
por receber requisicoes de inferéncia. O tempo de resposta medido correspondeu ao in-
tervalo entre o envio da requisicao e o recebimento da predicao retornada pelo servidor,

englobando tanto o tempo de processamento do modelo quanto os atrasos internet.
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A avaliacao da laténcia foi conduzida considerando as seguintes configuragoes de

execugao:

e Dispositivo Mével (Execugao Local): Smartphone com 2 GB de RAM, 4
nucleos de CPU e sistema operacional Android, utilizado para a realizacao das in-

feréncias localmente.

e Ambiente Remoto (SA-EAST-1): Servidor com 1 GB de RAM, 2 vCPUs,

sistema operacional Linux, localizado em Sao Paulo — Brasil.

e Ambiente Remoto (US-EAST-2): Servidor com 1 GB de RAM, 2 vCPUs,

sistema operacional Linux, localizado em Ohio — Estados Unidos.

e Ambiente Remoto (US-WEST-2): Servidor com 1 GB de RAM, 2 vCPUs,

sistema operacional Linux, localizado em Oregon — Estados Unidos.
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5 Resultados

5.1 Resultados do treinamento dos modelos

Os cinco modelos foram treinados com 80% dos dados e sucessivamente testados com
os 20% dos dados restantes. A Figura 5.1 apresenta as matrizes de confusao de cada
modelo para o conjunto de teste. No contexto desse trabalho, as matrizes expressam
a eficacia dos modelos em identificar corretamente casos de alto risco de insuficiéncia
cardiaca (verdadeiros positivos) e em classificar corretamente pacientes com baixo risco
(verdadeiros negativos). Os modelos Random Forest e XGBoost tiveram os melhores
desempenhos, manifestando valores baixos de falsos negativos, o que é essencial em um
sistema de monitoramento de saide para evitar que casos graves de insuficiéncia cardiaca

passem despercebidos.
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Figura 5.1: Matrizes de Confusao dos Modelos Classificatérios
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A Tabela 5.1 apresenta as métricas de avaliacdo, onde é possivel observar que o

XGBoost foi o modelo que teve resultados ligeiramente melhores no geral.

Tabela 5.1: Desempenho dos modelos de classificagao

Modelo Acuriacia (%) Precisao (%) Recall (%) F1-Score (%)
Logistic Regression 0.77 0.79 0.77 0.78
Random Forest 0.81 0.80 0.85 0.82
Gradient Boosting 0.81 0.80 0.84 0.82
SVM 0.79 0.76 0.86 0.81
XGBoost 0.82 0.81 0.85 0.83

A Tabela 5.2 apresenta os hiperparametros de melhor desempenho no treina-

mento para cada modelo.

Tabela 5.2: Melhores hiperparametros selecionados para cada modelo

Modelo C max_depth n_estimators learning rate gamma subsample

Logistic Regression 10 - - — _ _

Random Forest 10 200 - - -
Gradient Boosting 3 200 0.1 - -
SVM 1 - - - scale -
XGBoost 5 100 0.05 - 0.8

As curvas ROC dos modelos considerados aqui sao apresentadas na Figura 5.2.
Em geral, todos os modelos apresentaram curvas ROC com inclinagao significativa em
direcao ao canto superior esquerdo, indicando alta sensibilidade e especificidade. Isso ex-
plicita a capacidade do modelo na detecgao de insuficiéncia cardiaca, oferecendo seguranca

para alertas em situagoes de risco.
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Figura 5.2: Curvas ROC

5.2 Resultados da aplicacao em Dispositivos Madveis

Os testes de predicao no aplicativo movel foram executados para os cenarios de pacientes
com baixo e alto risco de insuficiéncia cardiaca.

A Figura 5.3 ilustra os resultados observados para as simulagoes no smartphone.
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Alto risco de insuficiéncia
cardiaca.

Saude cardiaca normal.

Procure um médico.

Figura 5.3: Funcionamento do aplicativo em smartphone

A Figura 5.4 ilustra os resultados observados para as simulagoes no smartwatch.
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Figura 5.4: Funcionamento do aplicativo em smartwatch

Nos testes, o aplicativo demonstrou alta responsividade e precisao, exibindo o
resultado imediato apods o fornecimento da entrada de dados.

A Figura 5.5 ilustra a comparagao dos tempos de laténcia (em milissegundos)
para diferentes quantidades de predigoes executadas nos cenarios local e remoto. Nota-se
que a inferéncia realizada localmente apresentou tempos de resposta infimos e estaveis ao
longo das amostras avaliadas, enquanto a execugao em ambiente remoto evidenciou um

crescimento praticamente linear da laténcia conforme aumentou o ntimero de predigoes.
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Figura 5.5: Comparagao da laténcia de execuc¢ao (em ms) em diferentes ambientes

Os resultados indicam que a execucao local apresentou laténcia na média de 1
ms, caracterizando um tempo de resposta praticamente imediato do modelo embarcado
no dispositivo movel. Em contrapartida, no cenédrio de execugao remota, observou-se que
a laténcia aumentou de forma proporcional ao niimero de predigoes realizadas. De ma-
neira quantitativa, o tempo médio de resposta das inferéncias locais foi aproximadamente
99,3% menor quando comparado ao ambiente remoto localizado em Oregon, evidenci-
ando a eficiéncia da computacao de borda na reducao do tempo de inferéncia. Além
disso, constatou-se a influéncia direta da localizagao geografica do servidor de proces-
samento em relagao a origem dos dados, com uma diminuicao significativa da laténcia a
medida que o processamento ocorre mais proximo da fonte. Esse comportamento confirma
a premissa de que a proximidade entre os dados e o ambiente de inferéncia contribui para
respostas mais rapidas. Em conjunto, esses resultados reforcam a viabilidade da aborda-
gem de computagao de borda para aplicagoes de satude, destacando seu potencial como
uma solugao pratica para o monitoramento continuo em ambientes com infraestrutura de

conectividade limitada.
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6 Consideracoes Finais e Trabalhos Futuros

Os resultados obtidos neste trabalho demonstram a viabilidade do uso de modelos de
aprendizado de maquina aliados a computacao de borda para a predicao do risco de insu-
ficiencia cardiaca em tempo real. A abordagem proposta mostrou-se eficiente ao realizar
a inferéncia localmente em dispositivos mdéveis, reduzindo a laténcia e a dependéncia de
conectividade continua com a internet, caracteristicas fundamentais para aplicacoes em
ambientes de vida assistida e monitoramento continuo da satde. Ainda que os experi-
mentos tenham sido conduzidos em ambiente simulado, os resultados indicam o potencial
da solugao como ferramenta de acompanhamento preventivo de individuos em risco car-
diovascular.

Como trabalhos futuros, destaca-se a necessidade de validacao do sistema em
cenarios reais, envolvendo a participacao de profissionais da area da satde e pacientes. Tes-
tes empiricos em dispositivos méveis com diferentes capacidades computacionais também
sao fundamentais para avaliar a confiabilidade da ferramenta em condicoes de uso reais.

Outra possibilidade relevante de expansao do trabalho consiste na ampliacao do
conjunto de variaveis monitoradas. Dados como Variabilidade da Frequéncia Cardiaca
(HRV), qualidade do sono, nivel de estresse ja sao medidos automaticamente por disposi-
tivos de marcas como Garmin e Polar. A incorporacao dessas informagoes pode enriquecer
o modelo preditivo, permitindo uma anélise mais sensivel as variagoes didrias do estado
de saude do paciente.

Para cenarios em que o usuario nao dispoe de dispositivos vestiveis com sensores
especificos, uma alternativa viavel é o desenvolvimento de um aplicativo moével comple-
mentar. Nesse modelo, além do cadastro inicial com informacoes como sexo, idade, altura,
o usuario poderia informar diariamente dados mais volateis, como peso corporal, nivel de
estresse percebido, qualidade do sono, presenca de dores, fadiga e outros sintomas rele-
vantes.

No que se refere aos modelos de aprendizado de maquina, embora os algoritmos

avaliados tenham apresentado desempenho satisfatorio, futuras investigagoes podem ex-
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plorar técnicas mais avancadas, como redes neurais profundas, incluindo redes neurais
convolucionais (CNN) e recorrentes (RNN), capazes de capturar padroes temporais e nao
lineares mais complexos. A comparacao entre essas abordagens e os modelos tradicionais
pode auxiliar na identificacao da estratégia mais adequada para aplicagoes em tempo real
e dispositivos com recursos limitados.

Por fim, o aprendizado federado surge como um caminho inovador para trabalhos
futuros, ao permitir o treinamento colaborativo de modelos diretamente nos dispositivos
dos usuarios, preservando a privacidade dos dados sensiveis. Essa abordagem possibilitaria
a atualizacao continua do modelo com dados reais de uso, promovendo uma adaptacao
dinamica as caracteristicas individuais dos pacientes e as variacoes populacionais, sem a
necessidade de centralizagao das informacoes.

Em sintese, as perspectivas apresentadas reforcam a relevancia de uma aborda-
gem multidisciplinar que integre avancos em aprendizado de maquina, computacao de
borda e dispositivos vestiveis as necessidades clinicas reais. A evolugao dessas direcoes
pode contribuir significativamente para o desenvolvimento de solugdes de monitoramento
de saide mais precisas, acessiveis e adaptaveis, fortalecendo o cuidado preventivo em

ambientes de vida assistida e no contexto do sistema de saide como um todo.
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